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Abstract This study presents promising variants of genetic programming (GP), namely linear genetic

programming (LGP) andmulti expression programming (MEP) to evaluate the liquefaction resistance of san-

dy soils. Generalized LGP and MEP-based relationships were developed between the strain energy density

required to trigger liquefaction (capacity energy) and the factors affecting the liquefaction characteristics

of sands. The correlations were established based on well established and widely dispersed experimental

results obtained from the literature. To verify the applicability of the derived models, they were employed

to estimate the capacity energy values of parts of the test results that were not included in the analysis.

The external validation of the models was verified using statistical criteria recommended by researchers.

Sensitivity and parametric analyses were performed for further verification of the correlations. The results

indicate that the proposed correlations are effectively capable of capturing the liquefaction resistance of

a number of sandy soils. The developed correlations provide a significantly better prediction performance

than the models found in the literature. Furthermore, the best LGP and MEP models perform superior than

the optimal traditional GP model. The verification phases confirm the efficiency of the derived correlations

for their general application to the assessment of the strain energy at the onset of liquefaction.
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1. Introduction

Soil liquefaction is one of the most complex phenomena studied in
geotechnical earthquake engineering. Liquefaction is commonly
considered as a specific feature of loose and saturated sandy soils.
Liquefaction usually occurs when the pore water pressure
increases to carry the overburden stress. Therefore, soil immedi-
ately loses most of its strength leading to extreme deformations,
flow of water and suspension of sediment (Darve, 1996).
Numerous studies have focused on analyzing the liquefaction
phenomenon since it is one of the major sources for failures of
critical structures. Several procedures are developed to evaluate
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the liquefaction potential in the field. The available liquefaction
evaluation procedures are categorized into three main groups
(Green, 2001): (1) stress-based procedures, (2) strain-based
procedures, and (3) energy-based procedures. The stress-based
procedure (Seed and Idriss, 1971) is the most widely-used lique-
faction assessment method. This approach is mainly empirical and
based on laboratory and field observations. The stress method has
continually been refined as a result of newer studies and increase
in the number of liquefaction case histories (e.g., Youd et al.,
2001). The main criteria in the stress-based procedure are the
shear stress level and number of cycles. Despite the continuous
revisions and extensions of the stress-based method, the uncer-
tainty on the subject of random loading still exists (Green, 2001;
Baziar and Jafarian, 2007). Dobry et al. (1982) proposed the
strain-based procedure as an alternative to the empirical stress-
based procedure. This method was derived from the mechanics
of two interacting idealized sand grains and then generalized for
natural soil deposits (Green, 2001; Baziar and Jafarian, 2007).

The energy concept has widely been used in the theories of
elasticity and plasticity, potential energy surface for constitutive law
and energy principles (Desai and Siriwardane, 1984). The basic
elements of both the stress and strain methods are incorporated in
the formulation of the energy-based method. In this method, the
amount of total strain energy at the onset of liquefaction is obtained
from laboratory testing or field recorded data. In a typical cyclic
(triaxial or simple shear) laboratory test, the stress, strain and pore
pressure time histories are recorded. Hysteresis loops can be
generated from these stress and strain time histories. Fig. 1 illus-
trates a typical hysteresis loop from a typical stress-controlled
cyclic triaxial test. The strain energy for each cycle of loading is
equivalent to the area inside the hysteresis loop (Ostadan et al.,
1996). In other words, this area represents the dissipated energy
per unit volume of the soil mass (Green, 2001). This is based on the
idea that during deformation of cohesionless soils under dynamic
loads part of the energy is dissipated into the soil (Nemat-Nasser and
Shokooh, 1979). The instantaneous energy and its summation over
time intervals are computed until the onset of liquefaction. The
summation of the energy at this time is used as the measures of the
capacity of the soil sample against initial liquefaction occurrence in
terms of the strain energy (capacity energy).

To predict liquefaction, this strain energy is compared with the
strain energy imparted by earthquake to the sand layer during the
seismic design event. The experiments revealed that the build-up of
the excess pore pressure is proportional to the total strain energy in
all loading cycles up of the initial liquefaction. This observation has
Figure 1 A typical hysteresis shear stressestrain loop (Green,

2001).
prompted the formulation of the energy-based approach. Since the
late 1970s, numerous energy-based procedures have been proposed
for evaluating the liquefaction potential of soil deposits (Liang,
1995; Green, 2001). The use of strain energy concept is a logical
step in the evolution of liquefaction evaluation of soils for two
reasons (Baziar and Jafarian, 2007). The first reason is that seis-
mologists have long been quantifying the energy released during
earthquakes and have determined simple correlations with common
seismological parameters. The second reason is that some pioneer
researchers developed functional relationships correlating the
energy density dissipated into the cohesionless soils to the pore
pressure build-up (Nemat-Nasser and Shokooh, 1979).

The energy-based approach has several advantages in compar-
ison with the other existing methods to evaluate the liquefaction
potential of soils. Some of the most important advantages of this
approach are well summarized by Voznesenskya and Nordal (1999)
and Dief and Figueroa (2001). However, the complexity of the
liquefaction behavior suggests the necessity of developing more
comprehensive models to assess it.

Genetic programming (GP) (Koza, 1992; Banzhaf et al., 1998)
is a developing subarea of evolutionary algorithms inspired from
the Darwin’s evolution theory. GP may generally be defined as
a specialization of genetic algorithms (GA) where the solutions
are computer programs rather than binary strings. Linear genetic
programming (LGP) (Brameier and Banzhaf, 2007) is a new
branch of GP. LGP operates on programs represented as linear
sequences of instructions of an imperative programming language
(Brameier and Banzhaf, 2007). Multi expression programming
(MEP) (Oltean and Dumitrescu, 2002) is another recent variant of
GP that uses a linear representation of chromosomes. The
modeling capabilities of LGP and MEP have been shown by
researchers (Oltean and Grosşan, 2003; Baykasoglu et al., 2008).
In contrast with traditional GP and other soft computing tools,
applications of LGP and MEP in the field of civil engineering are
new and restricted to a few areas (Alavi et al., 2010a; Gandomi
et al., 2010a; Alavi and Gandomi, 2011).

In this research, the LGP and MEP techniques were utilized to
obtain generalized relationships between the energy per unit
volume dissipated during liquefaction and the soil initial param-
eters. A traditional GP analysis was performed to benchmark the
LGP and MEP-based correlations. Further, the prediction perfor-
mance of the derived correlations was compared with that of
different models found in the literature.

2. Review of energy-based liquefaction evaluation
models

Contrary to the stress-based and strain-based approaches, the
energy-based procedures use various measures of energy as the
base parameters to quantify demand (the load imparted to the soil
by the earthquake) and capacity (the demand required to induce
liquefaction). The energy-based liquefaction evaluation proce-
dures are mainly grouped into approaches developed using
earthquake case histories, and those developed from laboratory
data (Green, 2001).

2.1. Analytical and empirical models

Numerous researches are conducted to develop energy-based
models for the evaluation of the liquefaction potential (Towhata
and Ishihara, 1985; Liang et al., 1995). The necessity to obtain
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calibration parameters for many of the existing pore pressure
models limits their usefulness (Baziar and Jafarian, 2007). In
recent years, Green et al. (2000) developed an energy-based model
on the basis of the stress-controlled cyclic triaxial test data on sand
samples. Several models were developed relating the soil capacity
energy, shear strain amplitude, and some of the sandy soil initial
parameters on the basis of a series of laboratory cyclic shear and
centrifuge tests (Figueroa et al., 1994; Liang, 1995; Rokoff, 1999;
Dief and Figueroa, 2001). Most of these relationships were
derived by performing a multiple linear regression (MLR) anal-
ysis. Some of the most well-known models in this field and their
corresponding correlation coefficient (R) values are shown in
Table 1. Only two groups of researchers, (Wang et al., 1997;
Baziar and Jafarian, 2007), have taken into account the important
role of the fines content in the evaluation of the liquefaction
behavior.

2.2. Soft computing-based models

Several computer-aided pattern recognition, data classification and
soft computing approaches have been recently employed for
solving problems in civil engineering. Artificial neural networks
(ANNs), support vector machine (SVM), relevance vector
machine (RVM), and Bayesian updating are well-known branches
of such systems. These methods are widely employed for the
behavior modeling of different civil engineering tasks (Yilmaz
et al., 2002; Al-Anazi and Babadagli, 2010; Ghorbani et al.,
2010). Also, they have been used for the evaluation of the lique-
faction potential (Goh, 1994; Goh, 2002; Cetin et al., 2004; Pal,
2006; Goh and Goh, 2007; Samui, 2007; Oommen et al., 2008;
Oommen and Baise, 2010; Oommen et al., 2010). However,
applications of these techniques to the energy-based assessment of
the liquefaction resistance are very limited. In this context, Baziar
and Jafarian (2007) developed an ANN model for evaluation of
the liquefaction potential based on the energy concepts. Chen
et al. (2005) presented a seismic wave energy-based method
with back-propagation neural networks to assess the liquefaction
probability. In that work, back-propagation neural networks were
used to simulate Fourier spectrum of seismic wave acceleration.
Then, seismic wave energy was obtained by integration of the
Table 1 Different energy-based models for liquefaction assessment.

Equation Authors Expression

Eq. (1) Figueroa et al.

(1994)

Log (W ) Z 2.002 þ 0.00477s0
mean þ

Eq. (2) Liang (1995) Log (W ) Z 2.062 þ 0.0039s0
mean þ

Eq. (3) Liang (1995) Log (W ) Z 2.484 þ 0.00471s0
mean þ

Eq. (4) Dief and Figueroa

(2001)

Log (W ) Z 1.164 þ 0.0124s0
mean þ

Eq. (5) Dief and Figueroa

(2001)

Log (W ) Z 2.4597 þ 0.00448s0
mean

Eq. (6) Baziar and Jafarian

(2007)

Log (W ) Z 2.1028 þ 0.004566s0
mean

þ 0.001821FC � 0.02868Cu þ 2.021

s
0
mean (kPa): soil initial effective mean confining pressure; Dr (%): initial re

Cu: coefficient of uniformity; D50 (mm): mean grain size; W (J/m3): measure
pseudo-spectrum. Despite the acceptable performance of ANNs,
they have some fundamental disadvantages. A notable limitation
of ANNs is that they are not usually capable of generating prac-
tical prediction equations. Moreover, they require the structure of
the network to be identified in advance (Alavi et al., 2011).
Recently, Baziar et al. (2011) utilized an evolutionary approach
based on GP for estimation of capacity energy of liquefiable soils.

3. Genetic programming

GP is a symbolic optimization technique with a great ability to
evolve computer programs based on the Darwin’s evolution
theory. Koza (1992) introduced GP as an extension of genetic
algorithms (GAs). The main difference between GP and GA is
related to the representation of the solution. A string of numbers is
created by GA to represent the solution, while the GP solutions are
computer programs commonly represented as tree structures. GAs
are generally used in parameter optimization to evolve the best
values for a given set of model parameters. GP, on the other hand,
gives the basic structure of the approximation model together with
the values of its parameters (Torres et al., 2009; Gandomi and
Alavi, 2011).

In addition to traditional tree-based GP, there are other types of
GP where programs are represented in different ways. These are
linear and graph-based GP (Banzhaf et al., 1998; Poli et al., 2007).
The emphasis of the present study is placed on the linear GP tech-
niques. Several linear variants of GP have recently been proposed
such as LGP and MEP. The linear variants of GP make a clear
distinction between the genotype and phenotype of an individual. In
these variants, individuals are represented as linear strings that are
decoded and expressed like nonlinear entities (trees) (Oltean and
Grosşan, 2003). There are some main reasons for using linear GP.
Basic computer architectures are fundamentally the same now as
they were twenty years ago, when GP began. Nearly all computer
architectures represent programs in a linear fashion. Also,
computers do not naturally run tree-shaped programs. Hence, slow
interpreters have to be used as part of tree-based GP. Conversely, the
use of an expensive interpreter is avoided by evolving the binary bit
patterns and the algorithm can run several orders of magnitude
faster (Poli et al., 2007; Alavi and Gandomi, 2011).
R Test description

0.0116Dr 0.968 27 torsional shear-controlled strain

liquefaction tests on Reid Bedford sand

0.0124Dr 0.962 9 strain-controlled torsional triaxial

experiments on Reid Bedford sand

0.00052Dr 0.997 13 strain-controlled torsional triaxial

experiments on LSFD sand

0.0209Dr 0.971 30 centrifuge liquefaction tests on

Nevada sand

þ 0.00115Dr 0.986 30 centrifuge liquefaction tests

conducted at a scale of 60g’s on

Reid Bedford sand

þ 0.005685Dr

4D50

0.806 284 cyclic triaxial, torsional and

simple shear element tests on sands

lative density after consolidation; FC (%): percentage of fines content;

d strain energy density required for triggering liquefaction.



  L0:    f [0]-=v[0];

  L1:    f [0]*=3;

  L2:    f [0]/=v[1];

  L3:    f [0]+=v[0];

  L4:    f [0]/=2;

  L5:    f [0]=cos(f[0]);

  L6:    f [0]+=f[0];

Figure 3 An excerpt of a linear genetic program.
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3.1. Linear genetic programming

LGP has a linear structure similar to the DNA molecule in bio-
logical genomes. LGP uses sequences of imperative instructions
as genetic material. Typical structures of programs generated by
LGP and traditional tree-based GP are shown in Fig. 2. An LGP
program can be considered as a data flow graph. This program is
represented as a linear sequence of instructions of an imperative
programming language (like C/Cþþ) (see Fig. 2a). On the other
hand, the structure of the program evolved by tree-based GP is like
a tree expressed in the functional programming language (like
LISP) (see Fig. 2b) (Brameier and Banzhaf, 2001, 2007).

In the LGP system described here, an individual program is
interpreted as a variable-length sequence of simple C instructions.
The instruction set or function set of LGP consists of arithmetic
operations, conditional branches, and function calls. The terminal set
of the system is composed of variables and constants. The instruc-
tions are restricted to operations that accept a minimum number of
constants or memory variables, called registers (r), and assign the
result to a destination register, e.g., r0 Z r1 þ 1. A part of a linear
genetic program in C code is represented in Fig. 3. In this figure,
register r[0] holds the final program output (Gandomi et al., 2010a).

Automatic Induction of Machine code by Genetic Program-
ming (AIMGP) is a particular variant of LGP. AIMGP stores the
programs as linear strings of native binary machine code. The
evolved programs are directly executed by the processor during
the fitness calculation. The AIMGP execution speed is much
higher than GP since no interpreter or complex memory handling
is involved (Nordin, 1994; Gandomi et al., 2010a). Here are the
steps which the modified steady-state machine code LGP algo-
rithm follows for a single run (Brameier and Banzhaf, 2007;
Gandomi et al., 2010a):

I. Initializing a population of randomly generated programs and
calculating their fitness values.

II. Running a tournament. In this step four programs are selected
from the population randomly. They are compared based on
their fitness. Two programs are then picked as the winners
and two as the losers.

III. Transforming the winner programs. After that, two winner
programs are copied and transformed probabilistically into
two new programs via crossover and mutation operators.

IV. Replacing the loser programs in the tournament with the
transformed winner programs. The winners of the tournament
remain unchanged.

V. Repeating steps two through four until termination or
convergence conditions are satisfied.
y = f[0] = √(v[0] / 1)

f [0] =0;

L0: f [0] += v[0];

L1: f [0] /= 1;

L2: f [0]= sqrt(f[0]);

return f [0];

a b

1v[0]

 /

sqrt

Figure 2 A comparison of the GP program structures. (a): LGP;

(b): tree-based GP.
Comprehensive descriptions of the basic parameters used to
direct a search for a linear genetic program are provided by
Brameier and Banzhaf (2007).
3.2. Multi expression programming

MEP is another subarea of GP. It was first introduced by Oltean
and Dumitrescu (2002). Linear chromosomes are used by MEP
for solution encoding. This technique encodes multiple computer
programs in a single chromosome. A program with the best fitness
represents the chromosome. The MEP decoding process is not
more complicated than other GP variants storing a single program
in a chromosome (Alavi et al., 2010a). The steady-state algorithm
of MEP starts by the creation of a random population of computer
programs. MEP uses the following steps to evolve the best
program until a termination condition is reached (Oltean and
Grosşan, 2003; Alavi et al., 2010a):

I. Selection of two parents using a binary tournament procedure
(Koza, 1992) and recombination of them with a fixed
crossover probability.

II. Obtaining two offspring by the recombination of two parents.

III. Mutation of the offspring and replacement of the worst
individual in the current population with the best of them (if
the offspring is better than the worst individual in the current
population).

The representation of the MEP solutions is similar to the
procedure followed by C and Pascal to convert expressions into
machine code (Aho et al., 1986). Functions and terminals are
a part of a population member created by MEP. The terminal and
function symbols are elements in the terminal and function sets,
respectively. A function set can contain the basic arithmetic
operations or any other mathematical functions. The terminal set
can contain numerical constants, logical constants and variables.
Each gene encodes a terminal or a function symbol. The first
symbol in a chromosome is a terminal symbol. An example of
a MEP chromosome is as given below:

1: a
2: b
3: �1, 2
4: /2, 3
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The function set for the above example includes “�” and “/”.
a and b are the elements of the terminal set. The MEP individuals
are converted into programs by reading the chromosome tope
down starting with the first position. In this example, genes 1 and
2 encode simple expressions which are E1 Z a and E2 Z b. Gene
3 indicates the operation “�” on the operands located at positions
1 and 2. Therefore, gene 3 encodes the expression: E3 Z a � b.
Gene 4 indicates the operation “/” on the operands located at
positions 2 and 3. Therefore, gene 4 encodes the expression:
E4 Z b/(a � b). Each of the above expressions can be considered
as a possible solution. The MEP chromosomes can be illustrated
as a forest of trees rather than a single tree because of their multi
expression representation (see Fig. 4). The best expression is
selected after controlling the fitness of all expression in an MEP
chromosome using the following equation (Oltean and Grosşan,
2003):

fZ min
iZ1; m

(Xn

jZ1

���Ej �Oi
j

���
)

ð1Þ

in which n is the number of fitness cases; Ej is the expected value
for the fitness case j; Oj

i is the value returned for the jth fitness case
by the ith expression encoded in the current chromosome, and m is
the number of chromosome genes (Alavi et al., 2010a).

4. Developing numerical correlations for the
energy-based liquefaction assessment

The mechanical analysis of the liquefaction phenomenon shows
that the volume variation rate imposed by the material flow rule
(i.e., dilation angle) has to be lower than the volume variation rate
imposed by the loading path. In this case, the effective stresses are
decreasing possibly to zero. Thus, the dilation angle plays
a significant role in liquefaction process (Darve, 1996). According
to the experimental and theoretical studies, the dilation angle is
mainly influenced by the granular material, relative density and
initial confining pressure (Li and Dafalias, 2002). Therefore, in
a rational manner the main parameters which affect the lique-
faction potential are the grain size distribution of material, fine
contents, initial relative density, and initial effective mean
confining pressure. This paper considers the feasibility of using
the LGP and MEP approaches to obtain meaningful relationships
between the level of energy required for the liquefaction of sands
and the above mentioned parameters. The LGP and MEP-based
relationships were developed using two different combinations
of the predictor variables. The first combination consisted of most
of the soils initial parameters as follows:
b

ba

1

a

-

2
3

-

a

/ 4

b

b

Figure 4 Expressions encoded by an MEP chromosome and rep-

resented as trees.
LogðWÞZf
�
s0
mean; Dr; FC; Cu; D50

� ð2Þ

where W is the measured strain energy density required for trig-
gering liquefaction (capacity energy). This capacity energy is the
accumulative area of stressestrain loops up to the liquefaction
triggering (see Fig. 1). The input variables used to develop the
prediction correlations are listed below:

� Soil initial effective mean confining pressure (s0mean).
� Initial relative density after consolidation (Dr).
� Percentage of fines content (FC).
� Coefficient of uniformity (Cu).
� Mean grain size (D50).

s0mean is related to the initial shearing resistance of the soil and
Dr represents relative density. FC, Cu and D50 are the grain size
characteristics of soils. The significant influence of s0mean and Dr in
determining W is well understood (Nemat-Nasser and Shokooh,
1979; Figueroa et al., 1994; Liang, 1995). The grain size distri-
bution notably affects the liquefaction characteristics of sands
(Seed and Idriss, 1971; Figueroa et al., 1998). The strong effect of
FC, Cu and D50 to determine W was previously demonstrated by
a few researchers (Figueroa et al., 1998; Baziar and Jafarian,
2007). As expected, coarser soils require higher unit energy for
liquefaction than finer soils.

In order to conduct a fair comparison between the results
obtained herein and those of the previous studies, the number of
the predictor variables was reduced to two parameters, i.e., s0mean

and Dr. These parameters are the most widely-used parameters in
the available energy-based pore pressure build-up models for the
liquefaction assessment. Hence, the formulation of the liquefac-
tion capacity energy was considered to be as follows:

LogðWÞZf
�
s0
mean; Dr

� ð3Þ

The best LGP and MEP-based formulas were chosen on the
basis of a multi-objective strategy as given below:

i The simplicity of the model, although this was not
a predominant factor.

ii. Providing the best fitness value on the training set of data.

Correlation coefficient (R), root mean squared error (RMSE)
and mean absolute error (MAE) were used to evaluate the
performance of the proposed correlations. R, RMSE and MAE are
given in the form of formulas as follows:

RZ

Pn
iZ1ðhi � hiÞðti � tiÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

iZ1ðhi � hiÞ2
Pn

iZ1ðti � tiÞ2
q ð4Þ

RMSEZ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
iZ1ðhi � tiÞ2

n

s
ð5Þ

MAEZ
1

n

Xn

iZ1

jhi � tij ð6Þ

where hi and ti are, respectively, the actual and predicted output
values for the ith output; hi and ti are, respectively, the average of
the actual and predicted outputs, and n is the number of samples.
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4.1. Experimental database and data preprocessing

A comprehensive database of previously published cyclic tests
was used for the development of the proposed correlations (Baziar
and Jafarian, 2007). The database consists of 216 cyclic triaxial
(Green, 2001), 61 cyclic torsional shear (Towhata and Ishihara,
1985; Liang, 1995), 6 cyclic simple shear (VELACS project)
(Arulmoli et al., 1992), and 18 liquefaction triggering centrifuge
(Dief, 2000) tests data. The database includes the measurements
of several variables such as s0mean (kPa), Dr (%), FC (%), Cu, D50

(mm), and W (J/m3). To visualize the distribution of the samples,
the data are presented by frequency histograms (Fig. 5). Further-
more, the database contains results of some element tests under
random loading. Two criteria that indicate the liquefaction trig-
gering are: (1) initial liquefaction (ru Z 1) and (2) double
amplitude of strain of 5% ( 3DA Z 5%), whichever occurs first
(Baziar and Jafarian, 2007).

Cross validation is a widely-used method for model evalua-
tion. In the present study, one of the most well-known types of
cross validation, called hold-out method was used. This method is
based on randomly division of data sets into training and testing
subsets. The training data are used for the learning process. The
testing data are employed to measure the performance of the
obtained model on data that play no role in building it. The
Figure 5 Histograms of the
hold-out validation avoids the overlap between training data and
test data leading to a more accurate estimate for the generalization
performance of the algorithm. The advantage of this method is
that it takes less time to compute compared with the other cross
validation procedures such as K-fold cross validation approach
(Refaeilzadeh et al., 2009). However, the evaluation may depend
heavily on which data points end up in the training set and which
end up in the test set. Thus, the evaluation may be significantly
different depending on how the division is made. To deal with this
problem, for the LGP and MEP analyses, a trial study was con-
ducted to find a consistent data division. The selection was such
that the statistical properties (e.g., mean and standard deviation)
of the training and testing subsets were similar to each other. Out
of the 301 data, 226 data were used as the training data and 75
sets were taken for the testing purpose. Although normalization is
not strictly necessary in the GP-based analysis, better results are
often reached after normalizing the variables. Further, normali-
zation speeds up the learning process. These are mainly due to
influence of unification of the variables, no matter their range of
variation (Alavi et al., 2010b). Thus, the input and output vari-
ables were normalized between 0 and 1. Selection of the optimal
method for normalizing the data was on the basis of both
controlling several normalization methods (Swingler, 1996) and
the simplicity of the method. The ranges, normalized forms, and
input and output variables.
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statistics of different variables involved in the model development
are given in Table 2.

4.2. Model development and analysis using LGP

The available database was used for the training and testing of the
LGP prediction correlations. Using two different sets of the input
parameters, two LGP-based formulas were obtained. Various
parameters are involved in the LGP algorithm. The parameter
selection affects the model generalization capability of LGP. The
number of programs in the population that LGP will evolve is set by
the population size. A run will take longer with a larger population
size. The maximum number of tournaments sets the outer limit of
the tournaments that will occur before the program terminates the
run. The proper number of population and tournaments depends on
the number of possible solutions and complexity of the problem.
Mutation and crossover rates are the probabilities that an offspring
will be subjected to the mutation and crossover operations,
respectively (Koza, 1992;Gandomi et al., 2010b). The lengths of the
evolved programs in runs can be controlled by initial and maximum
program size parameters. The initial program size parameter sets
the size of the programs in the first population at the start of each
run. The maximum program size parameter sets the maximum
length of the other programs evolved during each run (Brameier and
Banzhaf, 2007). Several runs were conducted to come up with
a parameterization of LGP that provided enough robustness and
generalization to solve the problem. The LGP parameters were
changed for different runs. The parameters were selected on the
basis of both previously suggested values (Francone, 2001;
Mukkamala et al., 2004; Baykasoglu et al., 2008; Gandomi et al.,
2010a,b) and making several preliminary runs and observing the
performance behavior. Three optimal levels were set for the pop-
ulation size (10,000, 15,000, 25,000) and two levels were consid-
ered for the crossover rate (50%, 90%). The mutation rate was set to
90%. Althoughmost GP systems use a lowmutation rate, numerical
experiments showed that considering high mutation rates improves
the generalization capability of LGP (Banzhaf et al., 1996;
Brameier and Banzhaf, 2001; Francone, 2001; Gandomi et al.,
2010a,b). This might be due to the significant effect of
exchanging a variable on the program flow during the mutation
operation (Brameier and Banzhaf, 2001). The success of the LGP
algorithm usually increases with increasing the initial and
maximum program size parameters. In this case, the complexity of
the evolved functions increases and the speed of the algorithm
decreases. These parameters are measured in bytes. The initial
program size was set to 80 bytes. Two optimal values (128, 256)
were considered for the maximum program size as tradeoffs
between the running time and the complexity of the evolved
Table 2 The variables used in model development.

Parameters Minimum Maximum Standard deviatio

Inputs

s0
mean (kPa) 27.8 294 31.28

Dr (%) �44.5 105.1 32.56

FC (%) 0 100 25.88

Cu 1.57 5.88 1.09

D50 (mm) 0.03 0.46 0.13

Output

Log (W ) (J/m3) 2.48 4.54 0.45
solutions. The number of demes is related to the way that the pop-
ulation of programs is divided. Note that demes are semi-isolated
subpopulations that evolution proceeds faster in them in compar-
ison to a single population of equal size (Brameier and Banzhaf,
2007). Herein, the number of demes was set to 20. In this study,
four basic arithmetic operators (þ,�,�, /) and basic mathematical
functions (O, sin, cos)were utilized to get the optimumLGPmodels.
There are 3� 2� 2Z 12 different combinations of the parameters.
All of these combinations were tested and 10 replications for each
combination were carried out. This makes 120 runs for each of the
combinations of the predictor variables. Therefore, the overall
number of runs was equal to 120 � 2 (number of the input
combinations) Z 240. A fairly large number of tournaments
(900,000) were tested on each run to find models with minimum
error. To evaluate the fitness of the evolved programs, the average of
the squared raw errors was used. For each case, the programwas run
until there was no longer significant improvement in the perfor-
mance of the models or the runs terminated automatically. For the
analysis, a computer software called Discipulus (Conrads et al.,
2004) was used which works on the basis of the AIMGP plat-
form. Discipulus is a fast LGP system written for the Wintel plat-
form. It operates directly onmachine code (Foster, 2001; Deschaine
and Francone, 2002). Discipulus can be regarded as an efficient
modeling tool for complex problems because its speed permits
conductingmany runs in realistic timeframes. This leads to deriving
consistent, high-precision models with little customization.
Furthermore, it is well-designed to prevent overfitting and to evolve
robust solutions (Francone and Deschaine, 2004).

4.2.1. LGP-based capacity energy correlations
The LGP-based formulations of the strain energy density required
for triggering liquefaction, W (J/m3), are as given below:

LogðWÞLGP; IZ
5

4

�
2s0

mean; nDr; n þDr; nD50; n þDr; nD
2
50;n

�
�
s0
mean; n þD50; n

�
�
3s0

mean; n � 6FCn þ 4Cu; n

�2

�1
�
þ 2

�
ð7Þ

LogðWÞLGP; IIZ
5

2
þ 5s0

mean; nDr; n � 5
�
s0
mean; nDr; n

�2

ð8Þ

where s0mean; n, Dr,n, FCn, Cu,n and D50,n, respectively, denote the
soil initial effective mean confining pressure, initial relative
density after consolidation, percentage of fines content, coefficient
of uniformity, and mean grain size in their normalized forms (see
Table 2). Fig. 6 shows a comparison of the experimental versus
predicted liquefaction capacity energy using the LGP correlations.
n Skewness Kurtosis Mean Normalized form

2.12 16.17 94.91 s0
mean/300

�0.82 �0.03 49.29 (Dr þ 40)/150

1.79 2.79 19.68 (FC þ 40)/150

2.08 3.83 2.42 Cu/6

0.47 �1.01 0.23 D50/0.5

0.71 �0.07 3.25 Log (W )/5



Figure 6 Experimental versus predicted liquefaction capacity

energy using the LGP correlations. (a): Eq. (7); (b): Eq. (8).
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4.3. Model development and analysis using MEP

Two separate MEP prediction equations were obtained for the
liquefaction capacity energy. The parameter selection will affect the
model generalization capability of MEP. The number of generation
sets the number of levels the MEP algorithm uses before the run
terminates. The number of expressions encoded by each MEP chro-
mosome is equal to the chromosome length. This parameter directly
influences the size of the search space and the number of solutions
explored within the search space. Similar to LGP, several runs were
conducted to find efficient parameters. The MEP parameters were
changed for different runs. The parameters were chosen based on both
some suggested values (Oltean, 2004; Grosan and Abraham, 2006;
Baykasoglu et al., 2008; Alavi et al., 2010a) and after a trial and error
approach. Three optimal levels were set for the population size (250,
500, 1000) and two levels were taken for the crossover rate (50%,
90%). The mutation rate was set to 10%. The success of the MEP
algorithm usually increases with increasing the chromosome length
(Oltean and Dumitrescu, 2002; Oltean and Grosşan, 2003). Two
optimal values equal to 20 and 50 genes were selected for the
LogðWÞZ 20���
7�

�
s0
mean; n þDr; n þD2

50; n

��
�
�
s0
mean; nðDr; n � FCnÞ

�

chromosome length. Basic arithmetic operators (þ, �, �, /) and
mathematical functions (exp, sin, cos) were utilized to get the
optimum MEP models. Napierian logarithm function was further
considered in this case. Since the best obtained formula considering
this function form was not precise, it was not presented herein. All of
these combinations were tested and 10 replications for each combi-
nation were carried out. The overall number of runs was equal to
3 � 2 � 2 � 10 � 2 (number of the input combinations) Z 240. A
fairly large number of generations were tested on each run to find
models with minimum error. The program was run until the runs
automatically terminated. The fitness the programs evolved by MEP
were calculated using Eq. (1). For the analysis, source code of MEP
(Oltean, 2004) in Cþþ was utilized.

4.3.1. MEP-based capacity energy correlations
The MEP-based prediction equations for the capacity energy, W
(J/m3), are as given below:
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and s0mean; n, Dr,n, FCn, Cu,n and D50,n are the predictor variables in
their normalized forms as shown in Table 2. Fig. 7 presents
a comparison of the experimental versus predicted liquefaction
capacity energy using the MEP-based equations.

4.4. Model development using traditional GP

A traditional tree-based GP analysis was performed to compare the
linear variant of GP, i.e., LGP and MEP, with a classical GP
approach. After developing and controlling several models with
different combinations of the input parameters, the best GP model
was selected and presented as the optimal model. Similar to the LGP
and MEP-based analyses, the input and output variables were
normalized between 0 and 1. Several runs were conducted consid-
ering different values for the GP parameters. A large number of
generations were tested to find a model with minimum error.
Different levelswere selected for the population sizewithin the range
of 200e800. From experimental trials, the rates of crossover and
mutation were set to optimal values equal to 90% and 10%,
respectively. Linear error function was adopted as the fitness func-
tion. The maximum tree depth directly influences the size of the
search space and the number of solutions explored within the search
space. An optimal value equal to 8was considered for this parameter.
GPLAB (Silva 2007), in conjunction with subroutines coded in
MATLAB, was used to implement the tree-based GP algorithm. The
traditional GP-based formulation ofW in terms of s΄mean,Dr, FC, Cu

and D50 is as given below:
�
þCu; n

� ð11Þ



Figure 7 Experimental versus predicted liquefaction capacity

energy using the MEP correlations. (a): Eq. (9); (b): Eq. (10).

Figure 8 Experimental versus predicted liquefaction capacity

energy using the GP correlation.

Table 3 Overall performance of the energy-based correlations

for the liquefaction assessment.

Model Performance

R RMSE MAE

Model inputs: s0
mean, Dr

Figueroa et al. (1994) 0.57 0.453 0.373

Liang (1995) 0.55 0.458 0.379

Liang (1995) 0.36 0.509 0.375

Dief and Figueroa (2001) 0.58 0.62 0.475

Dief and Figueroa (2001) 0.43 0.51 0.374

LGP, Eq. (8) 0.62 0.354 0.283

MEP, Eq. (10) 0.62 0.359 0.294

Model inputs: s0
mean, Dr, FC, Cu, D50

Baziar and Jafarian (2007) 0.81 0.262 0.208

LGP, Eq. (7) 0.87 0.224 0.178

MEP, Eq. (9) 0.86 0.233 0.187

GP, Eq. (11) 0.81 0.274 0.219
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Fig. 8 illustrates the experimental against predicted capacity
energy using the GP model.

5. Comparison of the energy-based numerical
correlations

Different equations were obtained for the assessment of the
liquefaction resistance of sandesilt mixtures. Performance
statistics of the models obtained by LGP, MEP, standard GP, and
the conventional MLR-based equations for the entire data (301
data sets) are summarized in Table 3. Fig. 9 visualizes a compar-
ison of the predictions made by different models. Since the other
existing energy-based pore pressure build-up models need cali-
bration parameters, it was not possible to evaluate their perfor-
mance on the available database. Comparing the performance of
the proposed relationships, it can be seen from Figs. 6 and 7, and
Table 3 that Eq. (7) created by LGP has produced better results
than Eq. (9) evolved by MEP on the training, testing, and entire
data. With the exception of the testing data, the same results are
obtained on the training and whole of data by Eq. (8) of LGP
compared with Eq. (10) generated by MEP. The results demon-
strate that the LGP and MEP-based formulas with five inputs
significantly outperform those using two inputs. Also, the best
LGP and MEP models (Eqs. (7) and (9)) have produced better
results than the best GP model. As shown in Table 3, the LGP and
MEP-based formulas provide considerably better results than the
regression models proposed by Liang (1995), Dief and Figueroa
(2001) and Figueroa et al. (1994). Although most of the existing
linear regression-based models yield accurate results for their
relevant database, they cannot successfully work for the current
database. This is due to nonlinearity in the liquefaction develop-
ment. Furthermore, as shown in Table 1, the test results used for
the calibration of the existing regression models are less than those
considered for the development of the proposed models. Major
differences among the correlations using two and five of soil
initial parameters imply the necessity of using five predictor
variables (s0mean, Dr, FC, Cu, and D50) for the performed analyses.

In order to control the external validation of the best LGP and
MEP models, a new criterion was checked on the testing data sets.
Smith (1986) stated that if correlation coefficient (R) value
provided by a model is higher than 0.8 and the error values (e.g.,
RMSE and MAE) are low, the predicted and measured values are
strongly correlated with each other. Golbraikh and Tropsha (2002)
suggested that at least one slope of regression lines (k or k0)



Figure 9 A comparison between the experimental and predicted capacity energy values using different models.
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through the origin should be close to 1. Furthermore, the squared
correlation coefficient between the predicted and measured values
(Ro2), and the correlation coefficient between the measured and
predicted values (Ro02) should be close to 1 (Roy and Roy, 2008;
Alavi et al., 2011). The considered validation criteria and the
relevant results obtained by the models are presented in Table 4.
As it is seen, the derived models fully satisfy the required
conditions.



Table 4 Statistical parameters of the best LGP and MEP correlations for the external validation.

Item Formula Condition LGP, Eq. (7) MEP, Eq. (9)

1 R 0.8 < R 0.906 0.888

2 kZ

Pn
iZ1ðhi � tiÞ

h2i
0.85 < k < 1.15 1.004 1.006

3 k0Z

Pn
iZ1ðhi � tiÞ

t2i
0.85 < k΄ < 1.15 0.993 0.99

4 R2
0Z1�

Pn
iZ1ðti � h0i Þ2Pn
iZ1ðti � tiÞ2

h0i Zk � ti

Should be close to 1 0.999 0.998

5 R02
0 Z1�

Pn
iZ1ðhi � t0i Þ2Pn
iZ1ðhi � hiÞ2

t0i Zk0 � hi

Should be close to 1 0.996 0.994

hi: actual output value for the ith output; ti: predicted output value for the ith output; n: number of samples.

Figure 10 Contributions of the predictor variables in the LGP and

MEP models.
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One of the significant advantages of LGP and MEP is that they
directly learn from experimental data. Thus, these methods are
suitable for extracting the functional relationships for the cases
where the underlying relationships are unknown or the physical
meaning is difficult to be explained. Contrary to these methods,
conventional methods (e.g., regression and finite element method)
assume the structure of the model in advance, which may be
suboptimal (Alavi et al., 2011). The best solutions obtained by
means of LGP and MEP are determined after controlling millions
of linear and nonlinear models. That is why the derived models
can proficiently take into account the interactions between the
dependent and independent variables. However, for more reli-
ability, the results of the LGP and MEP-based analyses are sug-
gested to be treated as a complement to conventional computing
techniques. In any case, the important role of engineering judg-
ment in interpretation of the results obtained should seriously be
taken into consideration (Cabalar and Cevik, 2009; Alavi et al.,
2011). It is worth mentioning that the LGP and MEP algorithms
are parameter sensitive. Their performance could be improved by
using any form of optimally controlling the parameters of the run
(e.g., GAs) (Dimopoulos and Zalzala, 2001).

6. Sensitivity analysis

A sensitivity analysis was conducted to determine the contributions
of the variables to the prediction of the strain energy. To perform the
sensitivity analysis, frequency values (Francone, 2001) of the input
parameters were obtained. A frequency value equal to 100% for an
input indicates that this variable has been appeared in 100% of the
best thirty programs evolved by LGP and MEP. This is a common
approach in the GP-based analyses (Francone, 2001; Alavi et al.,
2010a; Gandomi et al., 2010a). Baziar and Jafarian (2007) catego-
rized s0mean and Dr into one group referred to as Intergranular
Contact Density. They considered FC as a single category
controlling the potential of the pore pressure build-up. Cu and D50

were classified asGrain Size Characteristics or Textural Properties.
A similar categorization to that defined by Baziar and Jafarian
(2007) was considered in this study.

The frequency values of the input parameters are presented in
Fig. 10. According to Fig. 10a, the capacity energy is more
sensitive to Dr and s0mean than the other inputs. It can also be
observed from Fig. 10b that the capacity energy is more dependent
on Dr in comparison with s0mean. As it is seen, the results obtained
by the LGP and MEP formulations are in agreement with each
other. It is notable that s0mean and Dr are the most widely-used
parameters directly incorporated in the majority of the previous
published models.

7. Parametric analysis

For further verification of the LGP and MEP-based correlations,
a parametric analysis was performed in this study. The main goal
was to find the effect of each parameter on the capacity energy
(W ). The parametric analysis investigates the response of the
predicted W from the models to a set of hypothetical input data
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generated over the training ranges of the minimum and maximum
data. For this aim, one predictor variable was changed at a time
while the other seismic variables were kept constant at the average
values of their entire data sets. A set of synthetic data for the
single varied parameter was generated by increasing the value of
this in increments (Alavi et al., 2011). These variables were pre-
sented to the prediction models and W was calculated. This
procedure was repeated using another variable until the responses
of the models were tested for all of the predictor variables (Alavi
et al., 2011). Fig. 11 presents the tendency of the W predictions to
the variations of s0mean, Dr, FC, Cu, and D50.

The results of the parametric analysis for Eqs. (7)e(10) indi-
cate that the capacity energy of sands continuously increases due
to increasing s0mean, Dr and D50, and decreases with increasing Cu.
These results are in close agreement with the results of the
laboratory studies carried out by other researchers (Lee and Seed,
1976; Liang, 1995; Polito and Martin, 2001).

The susceptibility of sands deposits with silt content to
liquefaction is higher than clean sands (Baziar and Jafarian, 2007;
Figure 11 Parametric analysis of the capacity en
Polito and Martin, 2001). However, there is not a general agree-
ment about the effect of silt content on the liquefaction resistance
of sands (Baziar and Jafarian, 2007). Naeini and Baziar (2004) and
Xenaki and Athanasopoulos (2003) showed that the liquefaction
resistance of sandesilt mixtures decreases when non-plastic FC
increases up to 35% and 44%, and afterward the resistance starts
increasing. Polito and Martin (2001) performed a laboratory
parametric study utilizing cyclic triaxial tests to clarify the effects
of non-plastic fines on the liquefaction potential of sands. Fig. 12
shows a plot of cyclic resistance versus silt content for specimens
of Yatesville sand and silt presented by Polito and Martin (2001).
The marked drop in the cyclic resistance occurs as the silt content
exceeds the limiting silt content (about 35%). The largest amount
of silt that can be accommodated in the voids created by the sand
skeleton is called the limiting silt content and occurs between 25%
and 45% for most sands (Polito and Martin, 2001). In the present
study, the results of the parametric analysis for FC indicate that the
energy-based liquefaction resistance of sandesilt deposits
increases when FC increases up to about 30% and thereafter it
ergy in the LGP and MEP-based correlations.



Figure 12 Variations of the cyclic resistance with silt content for

Yatesville silty sand specimens (Polito and Martin, 2001).
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starts decreasing (see Fig. 11c). A comparison between Figs. 11c
and 12 reveals that the trends obtained by the proposed correla-
tions, specifically the LGP model, are soundly similar to those
reported by Polito and Martin (2001).

8. Conclusions

In the present study, new empirical correlations were derived to
estimate the amount of the strain energy required up to the
liquefaction triggering using LGP and MEP. Two different
combinations of the influencing variables were considered for the
development of the LGP and MEP-based correlations. The first
combination of the input parameters consisted of s0mean, Dr, FC,
Cu, and D50. The second combination was comprised the most
widely-used parameters in the energy-based pore pressure build-
up models for the liquefaction assessment, i.e., s0mean and Dr.
A traditional GP analysis was performed to benchmark the LGP
and MEP correlations. Major findings obtained in this research are
as follows.

i. The LGP and MEP-based correlations give good estimations
of the capacity energy of sandy soils. On average, the LGP
and MEP formulas developed upon the same sets of the
predictor variables reach a similar prediction performance.
The validity of the models was checked for a part of the
database beyond the training data domain. The validation
phases confirm the efficiency of the models for their general
application to the capacity energy estimation.

ii. The best LGP and MEP models perform superior than the
optimal traditional GP model. Due to the high nonlinearity in
the liquefaction development, the proposed nonlinear corre-
lations produce considerably better outcomes over the
existing linear regression-based models.

iii. The correlations that were developed using s0mean, Dr, FC, Cu,
and D50 remarkably outperform those using s0mean and Dr. As
the other researchers have mentioned, the sensitivity analysis
results indicate that Dr and s0mean are much more effective to
explain the variations of the capacity energy than other soil
initial parameters.

iv. The results of the parametric analysis were confirmed with
the results of the experimental studies presented by other
researchers. The results indicate that the developed correla-
tions are robust and efficaciously incorporate the underlying
physical relations governing the liquefaction behavior.

v .The LGP and MEP approaches have a great ability to specify
the structure of the model using only the experimental data.
The models derived using these techniques are suggested to
be used for pre-design purposes. Furthermore, they may be
used as a quick check on solutions developed by more time
consuming and in-depth deterministic analyses.

vi. It has been shown that the prediction accuracy of the machine
learning-based models using a single training and testing set
can vary significantly (Oommen and Baise, 2010). Applying
a K-fold cross validation method to the performance evalu-
ation can be an efficient approach to cope with this issue.
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